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ABSTRACT
Timeseries management systems have attracted considerable atten-
tion during the last decade with the rise of IoT and performance
monitoring.With the rapidly increasing data scale in the production
environment, deploying timeseries management systems on cloud
with cloud storage is a natural trend because of its high availability,
reliability, and scalability. However, the state-of-the-art designs are
not tailored for cloud environments; they suffer from the limited
number of timeseries a single compute node can handle because of
the imbalanced resource usage.

In this paper, we present TimeUnion, an efficient timeseries
management system tailored for hybrid cloud storage services (e.g.
fast cloud block stores and slow cloud object stores). First, we
propose our unified data model to represent both independent
timeseries and groups of timeseries, which is capable of handling
diverse use cases of timeseries. Second, since the main bottleneck
of the current timeseries systems is the overuse of memory, we
introduce our exploration on memory-efficient data structures for
timeseries tomaximize the number of timeseries a compute instance
can maintain. Third, to absorb the memory data chunks quickly, we
present our time-partitioned LSM-tree with tailored architecture,
compaction mechanism, out-of-order data handling, and dynamic
level size adjustment for timeseries data. We prototype TimeUnion
with C++ from scratch and evaluate it on AWS EC2 with AWS
EBS (cloud block store) and AWS S3 (cloud object store). Compared
to the storage engine of Cortex, TimeUnion can handle at least
5× more timeseries, and achieve at least 24.8% higher insertion
throughput and 49.8% lower query latency. We have released the
open-source code of TimeUnion for public access.
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1 INTRODUCTION
Timeseries management systems including performance monitor-
ing systems and timeseries databases play a critical role in IoT and
performance monitoring[7, 13, 23, 29, 49, 54, 58, 60]. As data scale
increases, deploying the system on cloud becomes a promising op-
tion. However, since the state-of-the-art timeseries management
systems are mostly targeted at the local machines with locally
attached storage, performance degrades when directly deploying
them on cloud, especially with hybrid cloud storage with different
performance/cost trade-offs.

When deploying systems on cloud, computation and storage are
commonly separated. Computation is handled by cloud computing
services with attached memory (e.g. virtual machines like AWS
Elastic Cloud [3], serverless functions like AWS Lambda [5]). For
storage, mainstream cloud storage suppliers mainly provide block
storage (e.g. AWS Elastic Block Store (EBS) [4], Google Persistent
Disk [15], and Azure Disk Storage [43]) and object storage (e.g.
AWS Simple Storage Service (S3) [6], Google Cloud Storage [16],
and Azure Blob Storage [42]). Block storage is orders of magnitude
faster than object storage, while it is at least 4× more expensive.
As a result, users commonly leverage hybrid cloud storage (i.e.
combining block and object storage) to strike for a better cost
efficiency especially when there is a large volume of hot and cold
data in data-intensive applications.

The design of the state-of-the-art open-sourced timeseries man-
agement systems such as Prometheus and InfluxDB borrows the
philosophy of log-structured merge-tree to pursue a high insertion
throughput. Data is partitioned based on time and is first batched in
memory before being flushed to disks to form a new partition. Be-
sides, each partition is self-contained with inverted index and data
samples. Within the design, there are several assumptions. First,
it mainly handles medium data scale (e.g. less than one million
timeseries with several days of data). Second, the memory volume
is large enough to handle all inverted indexes, metadata, and data
samples of the most recent time partition. Third, it assumes that
only one type of persistent storage is utilized without considering
leveraging tiered storage. Finally, it assumes that timeseries are
handled and stored independently. There are several critical issues
when deploying the existing systems on cloud to manage a large
number of timeseries as follows.

Unbalanced resource utilization. In the design of the existing
timeseries management system, an inverted index is built on the fly
for each tag pair of each timeseries in the memory partition. In our
observation, such an index occupies a large volume of memory, es-
pecially with high-cardinality timeseries data (i.e. millions of unique
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tag pairs of all timeseries). Besides, for on-disk partitions, metadata
(e.g. tag pairs and symbols) is commonly loaded into memory for
accelerating querying, which incurs non-negligible memory usage.
In addition, to strike for a high compression ratio, data samples
of each timeseries are first cached and compressed with relatively
large in-memory chunks (e.g. 120 samples in Prometheus). Thus,
the memory usage can be explosively increased with the number of
timeseries managed by the system, and the system can easily hang
with exhausted memory.

Unexplored multi-tiered cloud storage. The deployment of
timeseries management systems on multi-tiered storage and hybrid
cloud storage is not explored. New challenges emerge with the
cost/performance gap when bringing hybrid cloud storage. First, we
need to swiftly handle hot/cold data separation and migration in the
system write path without blocking data insertion. Second, given
the limited fast storage, a new mechanism needs to be designed to
dynamically adjust the data size in fast storage. Third, with most
cold data maintained in the slow storage, optimizations on the
system query path are critical (e.g. caching mechanism and caching
granularity). Thus, a new design for timeseries management system
to fully exploit different cloud storage tiers is urgently needed.

Limited group support. Timeseries group is naturally formed
in numerous real-world use cases (e.g. metrics from the same virtual
machine, docker container, IoT sensor, etc.). However, the exist-
ing systems such as Prometheus and InfluxDB physically manage
and store each timeseries independently. At the data model level,
InfluxDB supports simple grouping that timeseries share a set of
tag pairs and have their own fields/measurements. However, this
scheme can not cover the case that timeseries in a group also have
their own unique tags, which is a common case in performance
monitoring.

To address the above-mentioned issues, we present TimeUnion,
an efficient timeseries management system with a unified data
model and hybrid cloud storage support. The contributions are
summarized as follows:
• Cloud storage characteristics.We conduct a series of experi-
ments to explore the characteristics of cloud storage. Combining
with the characteristics of timeseries, we generalize key princi-
ples to design a timeseries management system on cloud.

• Unified data model. In the high-level data model, we propose
our group model abstraction compatible with the existing tag-
based identifier, with a natural transition from a single timeseries
to a group.

• Memory efficient data structures. To address the issue of high
memory usage in the existing systems, we redesign memory-
efficient data structures for inverted index and data samples, and
we extend the memory mapping support for them.

• Elastic time-partitioned LSM-tree. To avoid batching an ex-
cessive number of data chunks, we design a time-partitioned
LSM-tree to absorb those finished data chunks with high inser-
tion throughput. Since timeseries data are naturally ordered by
timestamps, we partition the time range of each level and ap-
ply different compaction mechanisms for different storage tiers.
Specifically, the hot/cold data separation can be naturally done
with our three-level design (i.e. recent data in levels 0 and 1 with
fast storage; cold data in level 2 with slow storage). Since the
majority of data are ordered with high data locality after the com-
pactions in the first two levels, we only maintain one level (i.e.
level 2) on slow storage, thus significantly reducing unnecessary
compactions and data traffic to slow storage. With this design,
out-of-order data and data retention can be efficiently handled
based on corresponding time partitions. Besides, considering the
high cost of fast storage, the fast storage usage of the tree can
automatically adapt to a predefined threshold by dynamically
adjusting the partition length in different levels.

2 BACKGROUND AND MOTIVATION
2.1 Cloud Storage Exploration
To facilitate the design of TimeUnion, we conduct a series of ex-
periments on AWS EBS and AWS S3 (widely used cloud block and
object storage) to explore the characteristics of cloud storage.

First, we show the pricing of different AWS storage per GB per
month in region ap-northeast-1 (Tokyo) in Figure 1a. For the typical
cloud storage, the price of AWS EBS (block storage) is around 4×
more expensive than that of AWS S3 (object storage). Besides, we
have a simple estimation for the memory prices based on the price
difference among t3 instances with different memory volumes of
ElastiCache and EC2, and we can see they are at least two orders
of magnitude more expensive than EBS, which matches the price
difference between mainstream RAM and SSD available on the
market.

Second, we investigate the read and write performance of block
storage and object storage, respectively. We launch an m5.2xlarge
EC2 instance on region Tokyo with 200GB EBS volume attached.
We set up the S3 bucket in both Tokyo and Virginia regions. As
shown in Figure 1b, for small writes, EBS is at least three orders of

(a) Price (USD/GB/month) (b) Write performance (c) Read performance

Figure 1: Cloud storage comparison.
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Figure 2: Timeseries management system architecture.

magnitude faster than S3. Although the gap gradually decreases
as the write size increases because of the high network bandwidth
of S3, EBS is still 3× faster than S3 for 32MB write. As shown in
Figure 1c, EBS is 30× faster than S3 on average. Besides, the first
read is 1.8× and 71% slower than the following reads for EBS and
S3. In addition, for both EBS and S3, the read latency is stable when
the read size is smaller than 16KB; this can be leveraged as the unit
for efficient reading.

2.2 Timeseries Management System
In this section, we discuss the data model of timeseries and the
design of the state-of-the-art timeseries management systems.

Data model. A timeseries consists of two components, namely
identifier and data samples. An identifier is a set of tag pairs, which
are handled differently in the data models of various timeseries
management systems. For Prometheus [49], a performance mon-
itoring system, the identifier is composed of a metric name and
a set of tags, and there is no support for timeseries grouping. For
InfluxDB [29], a timeseries database, they utilize a measurement
name to possibly describe a group of timeseries. For a group of
timeseries, they share a set of tag pairs, and they are differentiated
only by the field name, which is not sufficient for real-world use
cases. For instance, to differentiate different timeseries in the CPU
resource monitoring group, we need extra tag pairs such as CPU
core ID and CPU mode (e.g. idle, user, kernel, etc.) [48].

For each data sample, it contains a timestamp (i.e. 64-bit integer)
and metric value (i.e. 64-bit floating-point number). To strike for
a high compression ratio, a relatively large number of data sam-
ples (e.g. 120 samples in Prometheus) of the same timeseries are
compressed into chunks based on the compression algorithms pro-
posed in Facebook Gorilla [46] (i.e. delta-delta for timestamps and
XOR’d for metric values). Both Prometheus and InfluxDB store data
samples of timeseries independently, even though InfluxDB has a
logical group view. Heracles [61] proposes a group storage model
for performance monitoring timeseries to strike a balance between
compression and query performance. However, for the high-level
data model, it is still based on Prometheus without modifications
on tags management.

System architecture. Timeseries management systems need to
guarantee high insertion throughput for a large number of time-
series with frequent data sample generation. As a result, as shown
in Figure 2, current systems batch writes and build indexes on the
fly for incoming timeseries in memory. After a specific period (e.g.
2 hours in Prometheus), all the memory data are flushed to disks to
form a self-contained partition with a persistent index correspond-
ing to a specific time range. Besides, for the on-disk blocks, they

will be merged into larger blocks when the number of them reaches
a specific threshold.

However, such architecture exposes several issues. First, it suffers
from high memory pressure because data samples and indexes from
all timeseries need to be first batched in memory. The memory
usage can explosively increase with the number of timeseries and
the data sample density. Second, data flushing can severely affect
the system’s performance. During data flushing, the system needs
to flush and clean all the related in-memory data structures, which
incurs severe contention with the incoming insertion and queries at
that time. Third, it is awkward to handle out-of-order data samples
(e.g. Prometheus does not even support this). The out-of-order data
samples can affect the decision of the timing to flush the in-memory
data, and we need an extra mechanism to batch and flush those
out-of-order data samples. For instance, we need to maintain an
extra space in memory for those out-of-order timeseries, and during
data flushing, we need to create extra data chunk files and indexes
under the existing blocks.

Cloud-based timeseries management system. Even though
many companies provide services for managing timeseries data
on cloud, their implementations are mostly closed-sourced. For
the open-source cloud-based timeseries management systems,
Thanos [47] and Cortex [23] are two popular ones in recent years.
Thanos launches federated Prometheus with sidecar data uploading
components, and data chunks from Prometheus are pushed to the
cloud storage (e.g. S3, GCS, Azure). Compared to Thanos, Cortex is
more flexible; it allows users to insert their custom timeseries via
the Prometheus remote write API [9]. However, they still utilize
the storage engine of Prometheus to handle the timeseries data by
simply wrapping the file operations with cloud storage APIs, such
that the disk files generated by the storage engine are uploaded
to cloud storage. Thus, they suffer from the same limitations as
mentioned in the previous section.

2.3 Log-Structured Merge-Tree
Log-structured merge-tree [45] is renowned for its decent inser-
tion performance with acceptable query performance degradation.
Since the born of LevelDB and RocksDB [51, 55], there are extensive
research works on the read/write/space amplification and the de-
ployment on different storage devices of LSM-Tree-based key-value
stores [10–12, 14, 17–21, 30, 31, 36–41, 50–52, 55, 56, 63–68, 71, 72].

Data insertions are first handled by the in-memory data structure
-MemTable, which sorts the key-value pairs in lexicographical order
(i.e. skip list in LevelDB and RocksDB). When the MemTable is full
(i.e. 64MB), it is treated as an Immutable MemTable and a new
MemTable is created to handle the new data insertion. Then, the
Immutable MemTable is flushed to a disk file (SSTable) in level 0,
which contains a set of data blocks indexed by the index block,
and a filter block with a bloom filter to accelerate queries. When a
level accumulates too many SSTables, or the overall size of SSTables
exceeds a specific threshold, it will trigger a level-based compaction,
which selects an SSTable in that level as the victim, and at the same
time searches for all SSTables in the next level that overlaps with
the victim SSTable. Then, they will be merged, and new SSTables
will be generated at the next level.
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(a) Memory/Disk usage (b) Memory usage breakdown

Figure 3: Resource usage of Prometheus tsdb.

2.4 Motivation
To motivate the design of TimeUnion, we conduct a series of ex-
periments on the state-of-the-art timeseries management systems,
and a simple combination of timeseries management system and
LSM-Tree.

Challenge 1: High memory pressure. In this experiment, we
load different numbers of timeseries (each with 20 tags) into the
storage engine of Prometheus (i.e. Prometheus tsdb). As shown in
Figure 3a, when there is only index and without any data samples,
the memory usage linearly increases with the number of timeseries.
Then, for each timeseries, we insert 2 hours of random data samples,
with data intervals as 10 and 60 seconds, respectively. The overall
memory usages of 10 and 60 seconds sample intervals are 51% and
31% higher than that of the case when there is no data sample. The
memory usage can be further increased when increasing the time
span of data samples to 12 hours because Prometheus needs to load
the metadata of the flushed partitions.

Then, we break down the memory usage of the case with 12-
hour data samples and 60-second data interval. We observe that
the inverted index, block metadata, and data samples account for
51%, 34%, 15% of memory usage, respectively. The main reason for
the high memory usage of the inverted index and block metadata
is that they are maintained by nested hash tables, which require
much extra space to reduce the collision rate.

Therefore, exploiting more memory-efficient data structures to
handle the inverted index and block metadata is urgently needed.
Besides, we also need to reduce the size of cached data samples by
moving the compressed chunks to persistent storage once they are
finished.

Challenge 2: Efficient tuple flushing. To avoid batching all
the compressed data chunks for a relatively long time, a natural ap-
proach is to flush those close chunks to an external high-throughput
data structure, such as LSM-Tree. Thus, we conduct experiments to

(a) (b)

Figure 4: Prometheus tsdb with LevelDB as storage.

Figure 5: A tags grouping example.

investigate the capability of utilizing the LSM-Tree as the storage
data structure for the timeseries management system. We integrate
a Golang version LevelDB implementation [59] into Prometheus
tsdb. For each compressed chunk, we generate a ULID [44] as the
key, and insert the key-value pair into LevelDB. We insert different
numbers of timeseries, each with 5 tags and 12 hours data sam-
ples with 60 seconds as the data interval, and we compare this
integration with the original Prometheus tsdb.

As shown in the top graph of Figure 4a, the insertion through-
put of the integration prototype is only 1.6% lower than that of
Prometheus tsdb. As shown in the bottom graph of Figure 4a, Lev-
elDB spends 18% more time to finish all the compactions compared
to Prometheus tsdb; this can potentially affect the system’s perfor-
mance because compaction can be expensive when bringing slow
cloud storage. As shown in the top graph of Figure 4b, LevelDB only
writes 2.4% more data to disk compared to Prometheus tsdb. As
shown in Figure 4b, on average, we need to read 36% more SSTables
in a compaction. Besides, we observe that for each compaction, at
least one overlapping SSTable needs to be read from the next level.

In conclusion, LSM-Tree is capable of handling a large volume
of timeseries data. However, considering the deployment on hybrid
cloud storage, the original compaction mechanism needs to be
redesigned to reduce inefficient data reading during compaction.
Besides, a new mechanism is needed for LSM-Tree to handle the
out-of-order timeseries data.

Challenge 3: Grouping. Figure 5 shows an example of time-
series from two devices under the same region. Without grouping,
the lengths of postings lists of "region=1" and "device=1" are both
2000. If we gather all timeseries into a group with shared group
tags as "region=1" and group ID as 1, the lengths of posting lists of
"region=1" and "device=1" both become 1 because they both indi-
cate group 1. Besides, with grouping, we only need to store the tag
"region=1" once for a whole group. However, there are two chal-
lenges. First, we need another level of indexing to locate a specific
timeseries inside a group. Second, when connecting the group data
model with physical data storage, we need to consider (1) the data
samples of the new and missing timeseries in the current tuple; (2)
the out-of-order data samples.

3 DESIGN
3.1 Unified Data Model
In this section, we first present the logical view of our unified data
model represented by tags. Then, we introduce the physical view of
the data model, and discuss cases of expanding group and handling
missing/out-of-order timeseries data.

Logical view. In our unified data model, timeseries can be rep-
resented as an individual or one timeseries belonging to a specific
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Figure 6: Timeseries and timeseries group.

group. The timeseries identifier is represented by a set of tags, and
they can be converted into the group representation as shown in
Figure 6. We need to specify the shared group tags for all the time-
series in the group. When adding new timeseries into the group, the
group tags are extracted, while the other tags are used to uniquely
identify the timeseries inside the group. For each group, we assign a
unique ID for it, and the group ID is utilized as the postings ID when
building the inverted index for all the tags of the group timeseries.

Physical view. As shown in Figure 7, we manage individual
timeseries and groups separately. For a group, we deduplicate the
redundant timestamps by sharing the same timestamp column;
while the metric values of each timeseries are stored independently.
For the data insertion to a group, there are four cases as follows:
(1) Normal insertion:We append the timestamp to the timestamp

column, and metric values to the columns of all timeseries in
the group separately.

(2) Insertion with new timeseries: First, we extract the unique
tags from the new timeseries and insert them into the time-
series tags array of the group. Second, we create a new metric
value column for it, and fill the previous values in this column
with NULL values, where we extend the XOR’d algorithm in
Gorilla [46] with an extra control bit to support NULL value.
Finally, a normal insertion is performed.

(3) Insertion with missing timeseries: For those timeseries
missing in this round, we fill them with NULL values, as shown
in TS3 in Figure 7.

(4) Out-of-order insertion:We search for the corresponding slot
according to the timestamp, and we determine whether to re-
place the existing values or to insert new ones. Besides, it may
trigger an early flush of the current chunk if the insertion times-
tamp is older than the current time partition, which will be
discussed in §3.3.
When the current chunk is full (i.e. filled with 32 samples),

we concatenate and serialize timestamp chunk and metric values

Figure 7: Data flow in the model.

Table 1: Grouping analysis notations.

N Number of timeseries
T Average number of tags per timeseries
Sp Average size (number of bytes) per posting list entry
St Average size (number of bytes) per tag
Sg Average number of timeseries in a group
Tg Average number of group tags per group
Tu Average number of unique tags per group
CostEBS Latency of reading 1 byte (1/bandwidth) in EBS
CostS3 Latency of 1 Get request (1 data block) to S3
P Number of time partitions covered in a query
Sdata Raw data size per timeseries per time partition
Sblock Data block size in SSTables (4KB by default)
L Number of located timeseries in a query
G Number of located groups in a query
R1 Compression ratio of individual timeseries model
R2 Compression ratio of grouping model

chunks into a byte array, generate key-value pair, and insert it into
the time-partitioned LSM-Tree.

Grouping analysis. Next, we analyze the cost of grouping in
terms of index space and querying latency, and provide guidelines
for users to effectively utilize grouping. The notations are shown
in Table 1.

First, we measure the index space cost with the total size of all
posting list entries and all tags. The cost without grouping is as
follows:

𝐶𝑜𝑠𝑡𝑠1 = 𝑁 ·𝑇 · (𝑆𝑝 + 𝑆𝑡 ) (1)
In Equation 1, 𝑁 ·𝑇 · 𝑆𝑝 is needed as for each tag in each timeseries,
a posting list entry is required for mapping the tag to the timeseries
ID (as the inverted index), while for each timeseries, we need to
store all of its tags as well (so the total tag size from all timeseries
is 𝑁 ·𝑇 · 𝑆𝑡 ). With grouping, the cost is shown as follows:

𝐶𝑜𝑠𝑡𝑠2 =
𝑁

𝑆𝑔
·𝑇𝑢 · 𝑆𝑝 + (𝑇 −𝑇𝑔) · 𝑁 · 𝑆𝑝

+ 𝑁

𝑆𝑔
·𝑇𝑔 · 𝑆𝑡 + (𝑇 −𝑇𝑔) · 𝑁 · 𝑆𝑡

(2)

In Equation 2, the first line shows the total size of posting list
entries of the first and the second level indexes. The posting list
entries in the first level index represent group IDs (totally 𝑁

𝑆𝑔
). Each

group contributes 𝑇𝑢 (the number of unique tags of a group after
deduplication) posting entries to the first level index (a group can be
viewed as a big timeseries and each unique tag occupies one entry
that points to this group ID). The second level index inside a group
is to locate timeseries IDs of group members. Thus, each timeseries
contributes (𝑇 −𝑇𝑔) entries. The second line shows the total size of
tags where we only need to store the grouping tags once for each
group (totally 𝑁

𝑆𝑔
·𝑇𝑔); for the other tags of each timeseries, we need

to store them individually ((𝑇 −𝑇𝑔) · 𝑁 ).
Grouping can save index space when there is a decent number of

grouping tags or duplicate tags inside a group. Specifically, grouping
can benefit if 𝑆𝑔 > (𝑇𝑢

𝑇𝑔
𝑆𝑝 + 𝑆𝑡 )/(𝑆𝑝 + 𝑆𝑡 ). For instance, this is true

for the TSBS DevOps data set (§4.3) as 𝑆𝑔 = 101, 𝑇𝑢 = 118, 𝑇𝑔 = 1,
𝑆𝑝 = 8 and 𝑆𝑡 = 15.
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Second, we analyze the querying cost with the latency of data
reading. For EBS, since it behaves like a local disk, we measure
its cost with the reciprocal of the bandwidth. For S3, we measure
the cost with the latency of each Get request, which fetches one
SSTable data block. Then, for the recent data querying, we only
consider 𝐶𝑜𝑠𝑡𝐸𝐵𝑆 because recent data are stored on EBS. While for
the long-range queries,𝐶𝑜𝑠𝑡𝑆3 dominates as mentioned in §2.1. For
a query covering P time partitions, if without grouping, the cost is
shown as follows:

𝐶𝑜𝑠𝑡𝑞1 =


𝐿 · 𝑃 ·

𝑆𝑑𝑎𝑡𝑎

𝑅1
·𝐶𝑜𝑠𝑡𝐸𝐵𝑆 , data on EBS (3)

𝐿 · 𝑃 ·
⌈

𝑆𝑑𝑎𝑡𝑎

𝑆𝑏𝑙𝑜𝑐𝑘 · 𝑅1

⌉
·𝐶𝑜𝑠𝑡𝑆3, data on S3 (4)

Similarly, with grouping, the cost is as follows:

𝐶𝑜𝑠𝑡𝑞2 =


𝐺 · 𝑃 ·

𝑆𝑑𝑎𝑡𝑎 · 𝑆𝑔
𝑅2

·𝐶𝑜𝑠𝑡𝐸𝐵𝑆 , data on EBS (5)

𝐺 · 𝑃 ·
⌈
𝑆𝑑𝑎𝑡𝑎 · 𝑆𝑔
𝑆𝑏𝑙𝑜𝑐𝑘 · 𝑅2

⌉
·𝐶𝑜𝑠𝑡𝑆3, data on EBS (6)

In Equations 5 and 6, with grouping, we have 𝑆𝑑𝑎𝑡𝑎 · 𝑆𝑔 because
based on the key format (i.e. group ID + the tuple starting timestamp,
which is discussed in details in §3.3), the data of all timeseries of a
group in the same tuple are stored together.

Grouping can have a better long-range query performance if
the target timeseries are located in fewer groups (e.g. TSBS pattern
5-1-24 in Table 2). Since a time partition only stores a relatively
small amount of data for each timeseries (𝑆𝑑𝑎𝑡𝑎) and 𝑅2 > 𝑅1 (e.g.
35× compared to 10× in TSBS benchmark), the difference between
⌈𝑆𝑑𝑎𝑡𝑎/(𝑆𝑏𝑙𝑜𝑐𝑘 · 𝑅1)⌉ and ⌈𝑆𝑑𝑎𝑡𝑎𝑆𝑔/(𝑆𝑏𝑙𝑜𝑐𝑘 · 𝑅2)⌉ (e.g. 1 versus 2
in TSBS benchmark) is commonly small with the extra divisor
𝑆𝑏𝑙𝑜𝑐𝑘 . Thus, when G is smaller than L, grouping will have lower
cost. For the short-range query, because the cost relates to the data
volume, grouping may perform worse when the number of target
timeseries in the same group is small. Besides, if 𝐶𝑜𝑠𝑡𝑠2 < 𝐶𝑜𝑠𝑡𝑠1,
as the number of timeseries increases, the grouping can perform
better because of the higher turning point of triggering swap in the
memory-mapped index (e.g. query 1-8-1 in Figure 14).

3.2 Memory Efficiency Exploration
In this section, we redesign the in-memory data structures to reduce
the memory footprints of the inverted index, block metadata, and
data samples mentioned in §2.4.

Inverted index. Instead of creating a separate index for each
time partition and loading it into memory as Prometheus, we man-
age a single global inverted index in memory. As discussed in §2.4,
the nested hash table is not an efficient solution to handle a large

Figure 8: Double-array trie.

Figure 9: Memory-mapped file arrays for data samples.

number of tag pairs. Since a tag pair is a character strings after
concatenating the tag key and value, Trie [8, 34] is a decent choice
to index tag pairs with support of prefix search. In our implemen-
tation, we choose double-array trie [70] for its compact storage
format on a contiguous memory area.

Figure 8 shows an example of storing two tags (metric="cpu",
metric="disk") in a double-array trie where we concatenate tag key
and tag value with delimiter ’$’. Double-array trie essentially is a
finite-state machine, which consists of three arrays. First, we need
to encode the characters into digital indexes as shown at the top of
Figure 8. We start from the root of the trie - the first slot of Base
array, as shown in the state machine in the middle of Figure 8. With
formula 𝑠𝑡𝑎𝑡𝑒 (𝑥𝑦) = 𝐵𝑎𝑠𝑒 (𝑥) + 𝑖𝑛𝑑𝑒𝑥 (𝑦), we can calculate the state
of character ’m’ is 7, which means we need to move to slot 7 of
the Base array for further traversal. The corresponding slot of the
Check stores the slot id of the parent state (e.g. 1 in slot 7 means the
parent of state ’m’ is the root). The traversal stops until we reach
the negative-value Base slot (e.g. 10 for ’c’ and 11 for ’d’). Then, we
use the absolute value of the negative number as the slot id, and
go to the tail array to read the remaining characters (e.g. "pu" and
"isk" starting from slot 1 and 4, respectively).

Considering the size of trie can still grow huge with millions of
tag pairs and trigger the out-of-memory (OOM) problem, we store
these three arrays in three dynamic mmap (memory-mapped) file
arrays. Specifically, each mmap file can handle one million slots;
when more slots are needed, we create new mmap files and append
them to the corresponding arrays.

Timeseries tags. Through the inverted index, we can obtain
the postings list, and through the postings IDs in the postings list,
we can locate the targeted timeseries. For each timeseries, it is
managed as a memory object, which contains all tag pairs and
in-memory data samples of that timeseries. Similarly, to avoid the
OOM problem, we store these tags in mmap files.

Data samples. For each timeseries and group, we batch a small
number of data samples (i.e. 32) in memory for on-the-fly compres-
sion and efficient flushing. This number can be adjusted by users
for the trade-off between compression ratio and memory usage
(i.e. larger chunks have a better compression ratio). Figure 9 shows
different mmap file arrays for timeseries and groups, which can be
dynamically expanded. A mmap file is split into a series of fixed-
size chunks to store the compressed bytes of data samples, and
the header contains a bitmap to indicate the occupation of each
chunk. We store timestamps and metric values together into the
same chunk for the individual timeseries. While we separate the
share timestamps and the metric values for the group. Finally, as
shown in Figure 7, when the current chunk is full, it will be serial-
ized to byte array as the value of a key-value pair and be inserted
into the time-partitioned LSM-tree, and the corresponding area of
the mmap file will be cleaned.
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Figure 10: Time-partitioned LSM-tree.

3.3 Elastic Time-Partitioned LSM-Tree
In this section, we present an elastic time-partitioned LSM-tree tai-
lored for hybrid cloud storage, which applies different compaction
mechanisms for different storage tiers and can dynamically adapt
to a predefined threshold of fast storage usage.

Key-value format.With keys sorted in SSTables, we can group
and sort timeseries data efficiently. As shown at the top of Figure 10,
we store the timeseries/group ID and the starting timestamp of the
timeseries/group chunk in the first and the second 64 bits with big-
endian encoding, respectively. Thus, we can group the chunks from
the same timeseries/group together, andmeanwhile sort them based
on starting timestamps, which provides data locality to accelerate
scan querying. Besides, such a key format can fully utilize the prefix
compression of keys in LevelDB because the 64-bit ID and a large
portion of timestamp fields can be saved when storing a series of
chunks from the same timeseries/group continuously. For the value
of a key-value pair, we directly use the serialized bytes of the data
chunk of a specific timeseries/group.

Architecture. As shown in Figure 10, the LSM-tree only main-
tains three levels that reside in different storage tiers. Level 0 and
level 1 manage a relatively small volume of timeseries data (i.e. the
recent 2 hours) on the fast cloud storage (i.e. AWS EBS). For the older
data, we only manage them in one level (i.e. level 2) stored on the
slow cloud storage (i.e. AWS S3) to avoid unnecessary compaction.

Since timeseries data is sorted by timestamp, we partition SSTa-
bles based on different time ranges in different levels to control the
size of each level. For level 0 and level 1, the time partition length
starts with a relatively small value (e.g. 30 minutes), which will
be dynamically adjusted based on a predefined size limit of fast
storage. The data samples of the data chunks in the SSTables of a
specific time partition are strictly bounded by the time range of the
partition. When the SSTables are compacted to level 2, several par-
titions are merged to create larger partitions (i.e. 2 hours). Similarly,
this time partition length is also automatically adapted.

Compaction on fast cloud storage.As discussed in §3.1, when
the small chunk of data samples batched in memory is full, it will
be serialized and inserted into the MemTable. When a MemTable is
full, it is switched to an Immutable MemTable and a newMemTable
will be created. To mitigate the insertion blocking during the flush

of Immutable MemTable, we extend LevelDB with an Immutable
MemTable queue to allow multiple flushes at the same time. Dur-
ing the flush of an Immutable MemTable, the key-value pairs are
separated into different time partitions (i.e. 30 minutes initially)
according to the timestamps contained in the keys.

When the accumulated time partitions in level 0 exceed the
threshold (i.e. 2), a compaction from level 0 to level 1 will be trig-
gered to compact the oldest time partition in level 0. There are two
considerations of keeping two levels on the fast storage. First, the
key-value pairs of the same timeseries/group are merged into larger
key-value pairs for a better compression ratio. Second, since the
data chunks of the same timeseries/group in a time partition of level
0 may scatter among different SSTables, during the compaction, we
gather key-value pairs of the same timeseries/group into the same
SSTables for better data locality. If the selected level-0 partition is
out-of-order (stale), TimeUnion will merge it with the overlapping
partitions in level 1.

Compaction on slow cloud storage. When the overall time
span of the time partitions in level 0 exceeds the level-2 partition
length (e.g. 2 hours initially), a compaction from level 1 to level 2
will be triggered. The compaction procedure is as follows. First, the
oldest partitions whose time ranges are within the time range of
the latest time partition in level 2 are selected. Second, key-value
pairs are sort-merged to generate new SSTables and the key-value
pairs of the same timeseries/group are gathered in the same SSTable.
Finally, the new SSTables are uploaded to slow cloud storage and the
temporary SSTables in fast cloud storage are deleted. If the selected
level-1 partitions are out-of-order (stale) and they are overlapped
with existing level-2 partitions, the "patches" will be generated and
appended to the corresponding partitions, which will be introduced
later in the out-of-order data handling.

With this compaction mechanism, we only need one level for
slow cloud storage so as to avoid reading the overlapping SSTables
in the slow storage for the majority of fully-ordered data during
compaction, which significantly reduces the traffic (i.e. the number
ofGet and Put requests) to the slow cloud storage.We show the huge
overhead (slow insertion and recent-data queries) of traditional
LSM-tree design with baseline TU-LDB in the evaluation (§4.3).

Compaction cost analysis. Next, we provide a cost analysis to
show the benefit of only keeping one level in slow storage. Since
the data traffic to slow storage is the main bottleneck as indicated
in §2.1, we measure the cost with the data write size in slow cloud
storage, and compare our design with the traditional multi-level
LSM-tree. Suppose Sd is the data size, Sb is the size of the topmost
level, M is the level size multiplier (the size ratio between adjacent
levels), and Sfast is the size of fast cloud storage. We can calculate
the number of levels L for the traditional LSM-tree to handle Sd as
follows:

𝑆𝑑 =

𝐿−1∑
𝑙=0

𝑆𝑏 ·𝑀𝑙⇒𝑆𝑑 = 𝑆𝑏
1 −𝑀𝐿

1 −𝑀
⇒𝐿 =

𝑙𝑜𝑔( 𝑆𝑑 · (𝑀−1)
𝑆𝑏

+ 1)
𝑙𝑜𝑔𝑀

(7)

Similarly, we can use Equation 7 to calculate the number of
levels stored in fast storage Lfast with Sfast. For the normal com-
paction in slow storage, since the data are sorted and partitioned by
timestamps, we can avoid the traditional level-based compaction
which reads and merges all overlapping SSTables on the adjacent
levels. Instead, we only need one actual read and write to compact
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a SSTable from one level to the next level. The cost (write size) of
the traditional multi-level LSM-tree design is as follows:

𝐶𝑜𝑠𝑡1 = 𝑆𝑏 ·
𝐿−𝐿𝑓 𝑎𝑠𝑡∑

𝑙=1
𝑀𝐿𝑓 𝑎𝑠𝑡+𝑙−1 · 𝑙 (8)

In our design, by maintaining only one level in slow storage, we
can save unnecessary reads and writes in the deeper levels on slow
storage, and the cost is as follows:

𝐶𝑜𝑠𝑡2 = 𝑆𝑑 − 𝑆𝑓 𝑎𝑠𝑡 = 𝑆𝑏 ·
𝐿−𝐿𝑓 𝑎𝑠𝑡∑

𝑙=1
𝑀𝐿𝑓 𝑎𝑠𝑡+𝑙−1 (9)

Let𝐶𝑜𝑠𝑡𝑠𝑎𝑣𝑖𝑛𝑔 represent the cost saving. As shown in Equation 10,
our one-level design can effectively reduce data traffic by avoiding
unnecessary reads/writes from the traditional multi-level. For in-
stance, suppose the topmost level size is 64MB, the size multiplier
is 10, the size of fast storage is 1GB, and the total data size is 100GB.
Then, Lfast is 2.2 and L is 4.2. If we take the floor of Lfast and L, we
can at least save 64GB of data write to slow storage.

𝐶𝑜𝑠𝑡𝑠𝑎𝑣𝑖𝑛𝑔 = 𝑆𝑏 ·
𝐿−𝐿𝑓 𝑎𝑠𝑡∑

𝑙=1
𝑀𝐿𝑓 𝑎𝑠𝑡+𝑙−1 · (𝑙 − 1) (10)

Out-of-order data handling. In this section, we introduce the
mechanism of handling out-of-order data. During the flush of Im-
mutable MemTable, the out-of-order data is detected and inserted
into the corresponding time partition (e.g. 8:30-9:00 time partition
in L0 in Figure 10).

For a compaction of an out-of-order time partition in level 0, if
there are overlapping time partitions in level 1, TimeUnion will
sort-merge them together like traditional level-based compaction. If
there aremultiple data samples of the same timeseries with the same
timestamp, TimeUnion will keep the data sample from the newest
SSTable. In addition, for the group chunks, we need to handle the
inconsistency in two group chunks (i.e. new and missing timeseries)
by filling NULL values to those missing timeseries. Because level
0 and level 1 reside in fast cloud storage, the overhead of merging
the out-of-order time partitions is relatively small.

For the compaction of the out-of-order time partitions from
level 1 to level 2, with the design of time partitioning, we can
avoid the huge overhead of merging SSTables in level 2 stored in
slow cloud storage. Specifically, we record the timeseries/group ID
range of each SSTable in the time partition of level 2. According
to the ID ranges of the SSTables, we separate key-value pairs and
generate special SSTables - namely patches, and append them to
the corresponding time partition in level 2.

To avoid accumulating an excessive number of patches for each
SSTable in level 2, we provide an adjustable threshold number (e.g.

Figure 11: Patches merge in the time partition of level 2.

Algorithm 1: Dynamic Size Control
Input: EBS usage threshold: 𝑆𝑇 ; Level-0 partition length:

𝑅1; Level-2 partition length: 𝑅2; Partition length
lower bound: 𝐿𝐵; Size of level 0 and 1: 𝑡𝑜𝑡𝑎𝑙_𝑠𝑖𝑧𝑒

1 𝑡ℎ𝑟𝑒𝑠 = 𝑆𝑇 / 𝑡𝑜𝑡𝑎𝑙_𝑠𝑖𝑧𝑒 * 𝑅1;
2 if 𝑡𝑜𝑡𝑎𝑙_𝑠𝑖𝑧𝑒 > 𝑆𝑇 then
3 while 𝑅1 / 2 > 𝑡ℎ𝑟𝑒𝑠 && 𝑅1 / 2 > 𝐿𝐵 do
4 𝑅1 /= 2; 𝑅2 /= 2;
5 else if level-1 time span > 0.75 * 𝑅2 then
6 while 𝑅1 * 2 < 𝑡ℎ𝑟𝑒𝑠 do
7 𝑅1 *= 2; 𝑅2 *= 2;

3) for users. When the number of patches of an SSTable exceeds
the threshold, a merge will be triggered to merge that SSTable and
all its patches. As shown in Figure 11, SSTable 1 and its patches are
merged, and two new SSTables are generated (i.e. SSTable 1-1 and
SSTable 1-2) with disjoint ID ranges.

Dynamic size control. Considering the relatively high cost
of fast cloud storage, we need to store as much data as possible
on the limited available volume of fast storage. Thus, we propose
a mechanism to automatically adapt the fast storage usage to a
predefined threshold by adjusting the time partition length, and
the basic logic is shown in Algorithm 1. We decrease the partition
lengths if the current size of level 0 and level 1 exceeds the threshold.
We increase the partition lengths if the overall time span of level
1 is large enough but the total size is smaller than the threshold
(e.g. data samples are sparse, or the number of timeseries is small).
Besides, for easy time partition alignment during compaction, we
multiply/divide the adjustable time partition lengths by 2 during
dynamic controlling.

With dynamic size controlling, we may need to handle time
partitions with different time partition lengths during a compaction.
Thus, careful time partition splitting and aligning are required, and
the policy is as follows:
(1) For L0-L1 compaction, since all overlapping SSTables will be

read and merged, TimeUnion utilizes the shortest time parti-
tion length of all selected partitions as the length of the new
partitions, and align them with it.

(2) For L1-L2 compaction, since data in overlapping level-2 par-
titions will not be merged, TimeUnion needs to keep these
partitions and generate patches for them. While for the time
ranges not covered by the selected level-2 partitions, they will
be split and aligned with the shortest time partition length of
the selected level-2 partitions.
An example is provided in Figure 12. As shown in the left part

of Figure 12, the L0-L1 compaction generates new partitions with

Figure 12: Partition aligning during compaction.
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the shortest time partition length (15 minutes of "8:00-8:15" par-
tition). For the L1-L2 compaction in the right, the "8:30-8:45" and
"9:00-10:00" level-2 partitions keep unchanged. While for the time
ranges that are not covered by these two partitions, they are split
and aligned based on the shortest level-2 time partition length (15
minutes of "8:30-8:45" partition).

Logging. To recover the in-memory indexes, data samples,
MemTable, and Immutable MemTables from a crash, we disable the
original logging in LevelDB and redesign a new logging scheme. For
each timeseries and group, we have a sequence ID, which is logged
and incremented with each inserted data sample. When a data
chunk is flushed to the time-partitioned LSM-tree, the sequence ID
is embedded at the beginning of the serialized bytes. Then, when a
MemTable is flushed to level 0, for each key-value pair, we will write
a special log record with the corresponding sequence ID to indicate
that all the log entries of this timeseries/group with sequence IDs
before this ID are safe to be removed, and a background worker
will purge those stale log records periodically.

Data retention. Since people commonly care more about the
recent data, the efficient data retention mechanism for purging
too-old data is a critical design decision of timeseries management
systems. In TimeUnion, a background worker will periodically
check for old time partitions outside the retention time watermark
provided by the user. Then, the SSTables contained in those old
partitions can be removed efficiently. Besides, we need to purge the
memory objects for those old timeseries whose data samples are all
removed. Specifically, we record the timestamp of the latest data
sample for each timeseries in its memory object, and we will purge
those objects that are older than the retention timestamp.

3.4 TimeUnion Operations
In this section, we introduce the operations in TimeUnion to insert
and query timeseries data.

Put (Timeseries). Similar to Prometheus tsdb, TimeUnion pro-
vides two APIs to insert data samples of individual timeseries. The
first API requires the tags of a timeseries, a timestamp, and a metric
value of that timeseries, and it returns a 64-bit integer ID for the
corresponding timeseries. In the second API, instead of passing
timeseries tags, users only pass the timeseries ID returned by the
first API for fast insertion, which saves the cost of comparing tags.

Put (Group). Similarly, TimeUnion provides two APIs for group
data sample insertion. The first API requires a series of grouping
tags, an array of individual timeseries tags, a shared timestamp,
and an array of metric values corresponding to each passed group
timeseries. For individual timeseries in the group memory object,
we manage their tag sets in an appending array with the order
when they are inserted. When inserting group timeseries through
this API, it will check whether they have been already recorded in
the array. If not, it will append a new timeseries to the end of the
array, and insert the metric value to the corresponding timeseries
object. Finally, it will return a group ID, and a series of timeseries
slot indexes which indicate the positions of the inserted timeseries
inside the group array. In the second API, users pass a group ID, a
series of timeseries slot indexes, a shared timestamp, and an array
of metric values for fast insertion.

Get. For a query in TimeUnion, users need to pass a time range
and a set of tag selectors, which can be exact or regular-expression
match (e.g.metric="cpu" ormetric="disk.*"). TimeUnion first queries
the inverted index with the tag selectors to get all the related time-
series/group IDs, then queries the memory objects and the time-
partitioned tree using these IDs. Finally, it returns a timeseries set
containing all the related timeseries appearing in the given time
range. For each timeseries in the timeseries set, users can obtain
its iterator to iteratively get its data samples with a merge iterator
which connects the individual iterators of all related MemTables
and SSTables.

4 EVALUATION
4.1 Experiment Setup
We conduct experiments on an AWS general purpose EC2 instance
(type m5.2xlarge in ap-northeast-1 with Ubuntu 20.04 server) with
general-purpose EBS SSD volume attached as the fast cloud storage.
For slow cloud storage, we create a bucket of AWS S3 under the
same data region of EC2. To avoid crashing the EC2 instance during
evaluation with highmemory pressure, we set up a cgroup [53] with
memory restriction and 16GB swap space during the evaluation.

Implementation. We prototype TimeUnion from scratch in
C++ with the inverted index derived from Cedar double-array
trie [70] and the time-partitioned LSM-tree derived from Lev-
elDB [51]. The source code of TimeUnion is available at [2].

Comparison systems.We first conduct an end-to-end compar-
ison with Cortex [23], a recently popular open-sourced cloud-based
timeseries management system, where we utilize HTTP APIs for
insertion and querying. Second, to exclude the overhead of network
latency via HTTP APIs and the overhead of component communi-
cation of Cortex, we directly benchmark the storage engines. Since
Cortex’s storage engine is based on Prometheus tsdb (the storage
engine of Prometheus), we extend Prometheus tsdb with cloud
storage support (marked as "tsdb" in the following experiments).
Besides, we implement two extra baselines as follows: (a) tsdb with
LevelDB as data sample storage (tsdb-LDB) in which the samples of
the flushed time partitions are stored in LevelDB whose SSTables
are stored in S3 (b) TimeUnion with LevelDB as data sample storage
(TU-LDB), which stores the first two levels on EBS and the other
levels on S3. These two baselines leverage the same LevelDB key
format as TimeUnion (§3.3).

Configurations. For all evaluated systems, we equip a 1GB in-
memory LRU cache to cache the data segments fetched from S3
during querying. For the data insertion of tsdb-based and TimeU-
nion-based systems in §4.3, we use the fast-path insertion API as in-
troduced in §3.4. For the EBS usage of TimeUnion, since Prometheus
tsdb stores the latest 2-hour data in RAM, to make the evaluation
fair, when comparing with tsdb-based systems, we turn off dynamic
size controlling and fix the level-2 partition length as 2 hours to
make TimeUnion only store the latest 2-hour data on EBS, while
the older data are stored on S3.

4.2 End-To-End Evaluation
In this experiment, we compare the end-to-end performance of
TimeUnion and Cortex [23], an open-sourced timeseries manage-
ment system with cloud storage support. We utilize HTTP APIs to
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Figure 13: End-to-end evaluation.

insert and query data in both systems, and we utilize TSBS [57], a
widely-used benchmark suite for timeseries systems, to generate
timeseries tags and query patterns. The insertion API is Prometheus
remote write API [9] without streaming support. Thus, we transmit
a large batch (i.e. 10,000 samples) in each HTTP request to increase
throughput for all systems. For the insertion timeseries, we uti-
lize the DevOps timeseries generated by TSBS, where each host
contains 101 timeseries to simulate different system/application
metrics (e.g. cpu usage, number of inserted Postgres tuples, number
of Redis expired keys, etc.). The query patterns in TSBS can be
found in Table 2.

Figure 13 shows the experiment results with different numbers
of timeseries (each timeseries contains 24 hours of data and the
interval between two data samples is 60 seconds). Since HTTP APIs
are slow, the experiments are conducted under a medium volume of
dataset (maximally 2 million timeseries with a total of 1.44 billion
data samples). TU represents TimeUnion with slow-path insertion
(each sample insertion with timeseries tags); TU-fast represents
TimeUnion with fast-path insertion (the first insertion is with time-
series tags, while the following insertions are with corresponding
timeseries IDs); and TU-Group represents TimeUnion with group-
style insertion with fast-path (the timeseries from the same host
form a group). Besides, Cortex does not support fast-path insertion
as discussed in Section 3.4.

As shown in Figure 13a, TU’s insertion throughput is 26.6%
higher than that of Cortex because of the gRPC [28] communication
of internal components of Cortex, which accumulates with HTTP
insertion requests. TU-fast’s throughput is 6.6× higher than that

Table 2: TSBS query patterns.

TSBS Query Description
1-1-1 Aggregate (MAX) on 1 metric for 1 host,

every 5 mins for 1 hour.
1-1-24 Aggregate (MAX) on 1 metric for 1 host,

every 5 mins for 24 hours.
1-8-1 Aggregate (MAX) on 1 metric for 8 hosts,

every 5 mins for 1 hour.
5-1-1 Aggregate (MAX) on 5 metrics for 1 host,

every 5 mins for 1 hour.
5-1-24 Aggregate (MAX) on 5 metrics for 1 host,

every 5 mins for 24 hours.
5-8-1 Aggregate (MAX) on 5 metrics for 8 hosts,

every 5 mins for 1 hour.
lastpoint The last reading of 1 CPU metric of one host.

of TU, because it saves the serialization cost of tags for each data
sample. TU-Group is 2.9× faster than TU-fast because it further
deduplicates timestamps for a set of timeseries and reduces the
number of HTTP requests through grouping.

Figure 13b shows the query latencies of query pattern 5-1-24.
Cortex and tsdb-LDB are 30.4× and 1.4× slower than TU because
they need to read the indexes in the partitions stored in S3, and
the index reading of Cortex is inefficient where it needs to load the
whole index intomemory in advance. For pattern 5-8-1 in Figure 13c,
Cortex is 2.0× slower than TU, and the latencies of other systems
are close to each other. In Figure 13d, the memory usage of Cortex
is 96.8% and 2.4× higher compared with TU and TU-Group.

4.3 Storage Engine Evaluation
To exclude the influence of network latency and internal system
components, in this section, we directly benchmark the storage
engines with a large data scale. We configure CGroup with a 16GB
memory restriction. For all systems, we insert 24 hours of data with
30 seconds (except for big timeseries evaluation) as the sample inter-
val for each timeseries with fast-path insertion. First, we evaluate
them with DevOps timeseries generated by TSBS as mentioned in
§4.2. For each comparison system, we gradually addmore timeseries
in each test round until it is killed by OOM or the performance has
a significant degradation. Second, we evaluate TSBS with big De-
vOps timeseries (denser data samples and larger time span). Third,
we monitor and compare the memory usage of different systems.
Fourth, we evaluate TSBS with all data only stored on EBS. Finally,
we evaluate different configurations and properties of TimeUnion,
including (a) different EBS usage constraints; (b) different volumes
of out-of-order data; (c) the dynamic size controlling algorithm.

DevOps timeseries. Figure 14a shows the insertion throughput,
where the performances of tsdb and tsdb-LDB significantly degrade
when there are 2.6 and 2 million timeseries, respectively, while
TimeUnion can manage up to 12 million timeseries. On average,
the throughput of TimeUnion is 24.8% and 13.2% higher than that
of tsdb and tsdb-LDB, respectively. This is because the background
cleaning of tsdb after flushing incurs contention with foreground
insertion. Furthermore, the insertion throughput of TU-Group is
2.4× higher than that of TU because of the coarser-grained index
lookup during insertion. TU-LDB dose not perform well because of
the inefficient compaction which reads and merges a large number
of overlapping SSTables on S3. Besides, tsdb-LDB performs bet-
ter than TU-LDB because tsdb-LDB flushes in-memory partitions
to LevelDB in the background without affecting the foreground
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(a) Insertion (b) Query 1-1-1 (c) Query 1-1-24 (d) Query 1-8-1

(e) Query 5-1-1 (f) Query 5-1-24 (g) Query 5-8-1 (h) Query lastpoint

Figure 14: Evaluation with DevOps timeseries (30s sample interval, 24 hours time span).

(a) Insertion (b) Query 1-1-all (c) Query 5-1-all (d) Query 5-8-1

Figure 15: Evaluation with big DevOps timeseries (10s sample interval, 1-7 days time span).

insertion. Thus, tsdb-LDB can accumulate an excessive amount
of pending data in memory because its compaction is as slow as
TU-LDB.

When querying recent data (1-1-1, 1-8-1, 5-1-1, 5-8-1, and last-
point), TU performs generally better than tsdb and tsdb-LDB (e.g.
29.7% and 41.2% lower latency on average). Compared with TU-
Group, TU performs better even when the queried timeseries are
located in the same group (e.g. 5-1-1 and 5-8-1). This is because the
recent data is stored in fast EBS, and latency mainly relates to the
queried data size as shown in Equations 3 and 5. Because the queried
data size of TU is smaller than that of TU-Group (𝑆𝑔 counteracts
the benefit of 𝐺 < 𝐿), TU will perform better (𝐶𝑜𝑠𝑡𝑞1 < 𝐶𝑜𝑠𝑡𝑞2).
However, as the number of timeseries increases, the latency of TU-
Group is more stable because it is more memory-efficient than TU
(𝐶𝑜𝑠𝑡𝑠2 < 𝐶𝑜𝑠𝑡𝑠1 in Equations 1 and 2). TU-LDB performs the worst
(178.8× higher latency than TU) because, without time partitioning,
the recent data are scattered in the SSTables on top levels which
have not yet been further compacted.

When querying long-range data (1-1-24 and 5-1-24), TU performs
orders of magnitude better than tsdb and tsdb-LDB, because tsdb
needs to fetch those large indexes in old time-partitions from S3 and
incurs frequent cache eviction and memory swapping. Compared

with TU, in query 1-1-24, TU-Group has 2.8× higher latency. The
reason is 𝐿 = 1 in Equation 4 and 𝐺 = 1 in Equation 6, and the
ceiling function in Equation 6 generates a slightly larger value than
that of Equation 4, which results in𝐶𝑜𝑠𝑡𝑞1 < 𝐶𝑜𝑠𝑡𝑞2; while for query
5-1-24, TU has 13.1× higher latency because 𝐿 = 5 in Equation 4
incurs a larger 𝐶𝑜𝑠𝑡𝑞1. The latency of TU-LDB is similar to that of
TU because compaction in deeper levels of TU-LDB gathers the
data from the same timeseries with our key format, which increases
data locality.

Big DevOps timeseries. In Figure 15, we evaluate TSBS with
big timeseries (10s sample interval and 1-7 days of time span). By
default, the number of timeseries is 100K for all systems. This is
because, for tsdb and tsdb-LDB, the throughput of data flushing
is much lower than that of insertion, thus a huge amount of data
samples can be temporarily accumulated in memory, which triggers
OOM (Out of Memory) killing, and 100K is the limit for both tsdb
and tsdb-LDB. For TimeUnion, because of its memory efficiency and
high flushing throughput, we provide another set of experiments
with more timeseries (1M). For insertion, the throughput of TU is
21.0%, 8.8%, and 12.2× higher compared with tsdb, tsdb-LDB, and
TU-LDB, respectively, and TU-Group performs 2.6× better than
TU. For query, we add two new patterns (1-1-all, 5-1-all), which
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(a) Average memory usage (b) Real-time monitoring

Figure 16: Memory usage monitoring.

query the whole time span in the corresponding test run. For 1-1-
all, the latencies of tsdb, tsdb-LDB, and TU-Group are three orders
of magnitude, 9.8×, and 2.2× higher compared with TU. 5-1-all
has a similar trend except that TU-Group performs 15.7% better
than TU because queried timeseries are from the same group. For
5-8-1, the latencies of tsdb and tsdb-LDB are 33.1% and 5.1% lower
compared with TU. This is because tsdb only needs to read the in-
memory block and tsdb’s hash-based indexing is more efficient than
TimeUnion’s mmaped-trie-based indexing with ample memory (we
carry out the experiment after all pending samples are flushed). For
TU-LDB, it performs better (49%) than TU for the long-range query
because, without time partitioning, the data of the same timeseries
are gathered in fewer SSTables in the deeper levels after many
compactions, while it performs the worst for recent data queries
because of the poor data locality of SSTables in top levels.

Memory usage monitoring. Figure 16a shows the average
memory usage of the experiments in Figure 14. We omit tsdb-
LDB and TU-LDB because they are similar to tsdb and TU, re-
spectively. The memory usage of tsdb reaches the CGroup 16GB
memory restriction when the number of timeseries is 2.2 million.
For TimeUnion, when the number of timeseries becomes larger
than 7 million, the OS positively swaps out those not frequently
used memory-mapped pages to mitigate memory pressure. On av-
erage, the memory usage of tsdb is 2.6× and 3.6× higher than that
of TU and TU-Group, respectively.

Figure 16b shows the real-time memory usage (resident set size)
of tsdb and TU in the test rounds of 2.4 million and 12 million time-
series in the experiments in Figure 14. For tsdb, the data insertion
finishes at 4550 seconds (for 2.4M timeseries), and the memory
usage is skyrocketing until it reaches the 16GB memory limit and
is forced to swap. Then, the system waits for all compactions to be
finished, and finally, the system executes the TSBS queries, which in-
cur intensive memory fluctuation. For TU, data insertion finishes at
12530 seconds (for 12M timeseries), and the memory usage remains
stable at around 12GB. The not frequently used memory-mapped
pages are swapped out in advance to mitigate the memory pressure.

EBS-only evaluation. In Figure 17, we repeat the experiments
in Figure 14 with all data stored on EBS. For insertion, the results
are similar to Figure 14a, the throughput of TU is 28.8% and 34.0%
higher compared with tsdb and tsdb-LDB, respectively, and TU-
Group performs 2.1× better than TU. Besides, TU-LDB is only 19.4%
worse than TU because the compaction on EBS is faster than on
S3. For query, because of the space limitation, we show the results
of the test round of 1M timeseries and we observe similar trends
as Figure 14. For query patterns that cover recent data, tsdb and

(a) Insertion (b) Query (1M timeseries)

Figure 17: Evaluation with only EBS.

(a) Different EBS usage (b) Out-of-order data

Figure 18: Evaluation with different constraints.

tsdb-LDB exhibit similar performance to TU because they only need
to access the in-memory block. For larger queries (1-1-24, 5-1-24),
tsdb and tsdb-LDB are 4.9× and 55.6% slower than TU because of
inefficient index reading across blocks. Besides, TU performs better
than TU-Group because, with EBS only, we have 𝐶𝑜𝑠𝑡𝑞1 < 𝐶𝑜𝑠𝑡𝑞2
based on Equations 3 and 5.

Different EBS limits. Figure 18a shows the normalized results
(throughput for insert, latency for query) of TimeUnion under dif-
ferent EBS limits (1M timeseries, 10s sample interval). Based on our
dynamic size control algorithm, with a larger EBS limit, the time
partition length can be larger so that more SSTables can be placed at
the first two levels. For insertion, the performance is stable because
of the efficient compaction. For short-range queries (e.g. 1-1-1),
the latency is high when EBS cannot cover all the data in the last
hour. As the EBS limit increases, the latency first drops, and then
gradually increases because more SSTables need to be checked as
the partition length increases. For long-range queries (e.g. 5-1-24),
the latency gradually decreases as the EBS limit increases because
more data can be stored on EBS.

Different amounts of out-of-order data. Since Prometheus
tsdb does not support out-of-order data, we only evaluate Time-
Union with different amounts of out-of-order data in Figure 18b
(1M timeseries with 10s sample interval). After the normal data in-
sertion, we randomly insert different portions of out-of-order data
of randomly picked timeseries (p5 represents that the volume of
out-of-order data is 5% of the normal data). For insertion, the influ-
ence of out-of-order data is subtle because of efficient compaction.
For short-range queries, the latency increase is small (3%) because
data is on fast EBS. On the other hand, the latency of long-range
queries gradually increases with more out-of-order data because
more SSTables on S3 need to be read.

Dynamic size control. In Figure 19, we evaluate our dynamic
size control algorithm with 1M timeseries and 512MB EBS limit. We
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Figure 19: Dynamic size control with 512MB EBS limit.

start with a 30-minute time partition length and insert data with
a dense sample interval of 10 seconds. As the EBS usage exceeds
512MB, the partition length decreases to 15 minutes to reduce the
size of the first two levels. Next, we increase the sample interval
to 60 seconds. Since the data size in a time partition decreases,
the partition length gradually increases to 120 minutes. Then, we
pressure the system again by inserting data with a 10-second sample
interval. It can be observed that the partition length gradually
decreases to 15 minutes, and the EBS usage remains stably under
512MB.

Index/Data size comparison. Table 3 shows the index and
data sizes in the test round of 2 million timeseries in Figure 14. The
index size of tsdb is 21.4% and 48.6% higher than that of TU and
TU-Group, respectively, because tsdb generates a separate index
for each time partition, which incurs duplicate data. We calculate
timeseries data size by summing all the data chunks files for tsdb
and all the SSTables for TimeUnion, respectively. The data size of
tsdb is 1.35× higher than that of TU because data blocks in SSTables
are further compressed by Snappy [1]. Furthermore, the data size
of TU-Group is 71.9% lower than that of TU because group data
chunk deduplicates timestamps.

5 RELATEDWORK
The design of TimeUnion refers to extensive past works of time-
series management systems, LSM-tree-based key-value stores, and
systems deployed on hybrid storage.

Timeseriesmanagement systems. In addition to Prometheus,
InfluxDB, and Cortex as discussed in §2, there are previous works
on timeseries management systems. BtrDB [7] targets at the teleme-
try timeseries with nanosecond level precision, which proposes a
novel time partition tree for each timeseries as the index. However,
this design can only handle a limited number of timeseries because
the indexing structure is memory-consuming. Gorilla [46] presents
an in-memory timeseries database for performance monitoring
in Facebook; the delta-of-delta timestamps and XOR’d floating-
point values proposed in this paper are widely used in the existing
timeseries management systems. Timon [13] aims at handling the
out-of-order timeseries data with the TS-LSM-Tree and SEDA pro-
gramming model [62]. It is different from our time-partitioned
LSM-tree because we have different compaction and out-of-order
data handling mechanisms for different cloud storage tiers. Besides,
we have dynamic level size adjustment for cost-efficiency. IBM Db2
Event Store [27] leverages hybrid MPP (massively parallel process-
ing) share nothing/share disk cluster architecture, which manages
data in different zones with Parquet file format [22] for fast inges-
tion. ByteSeries [54] aims at high-dimensional and dynamic time-
series by reducing the metadata memory footprints. Peregreen [60]

Table 3: Index and data size of 2M timseries (GB).

tsdb TU TU-Group
Index 3.27 2.70 2.20
Data 20.28 8.61 2.42

focuses on handling a large volume of historical timeseries data
totally on S3; however, timeseries are simply indexed by an integer
ID without utilizing tags. Thus, it is inconvenient to differentiate
timeseries and support complex queries.

LSM-tree-based key-value stores. PebblesDB [50] proposes
the fragmented LSM-tree, which partitions the key range of each
level into guards (partitions), and the boundary of each guard is
determined by the inserted keys with a certain probability. During a
compaction, PebblesDB does not need to read the overlapping SSTa-
bles in the next level; instead, it simply splits the selected SSTable
according to the guard boundaries and appends the split parts to
the corresponding guards. Dostoevsky [19] targets at the trade-off
between tiered and leveled compaction [33], which proposes lazy
leveling that remove the sorted runs merging from all levels but
the largest. Mutant [69] proposes a storage layer for LSM-tree data
stores to strike a cost-performance balance with different types of
cloud storage tiers; withMutant’s cost model, SSTables are migrated
among different storage tiers correspondingly.

Systems with hybrid cloud storage. Alluxio [35] builds an
indirection layer above the existing cloud storage systems to sup-
port the storage of different data systems such as Spark, Flink,
and Presto [24–26]. Pangea [73] proposes a monolithic general-
purpose storage system that can handle all different types of data.
Pocket [32] proposes a distributed data store for ephemeral objects
of the serverless analysis with sub-second response time; it strikes
cost efficiency among different volume types (HDD, SSD, NVMe)
of EBS.

6 CONCLUSION
In this paper, we present TimeUnion, an efficient timeseries man-
agement system with a unified data model tailored for hybrid cloud
storage services. We explore the characteristics of cloud storage,
propose a unified tiemseries data model, mitigate the imbalanced
resource usage of the timeseries management system, and present
our time-partitioned LSM-tree with tailored compaction mecha-
nism, out-of-order data handling, and dynamic level size adjustment.
Compared to the storage engine of Cortex, TimeUnion can han-
dle at least 5× more timeseries, and achieve at least 24.8% higher
insertion throughput and 49.8% lower query latency.
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